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ABSTRACT. SongCi is a typical kind of poetry in China. It is one of the most artistic
valuable Chinese ancient literatures. But for the person who wants to write SongCi, it
will be a big challenge since a lot of basic knowledge is needed. This paper mainly
concerned about how to use computer to help people writing SongCi. 1o be specific, it
means to make use of retrieval capability of computer and fnown linguistic knowledge
1o provide reference words to the person who wants to write SongCr. According to the
particularity of reference words recommendation, this paper constructs word
segmentation and phonology tagging of song ci corpus based on its syntactic features.

In order to get the words’ stvles, this paper adopts the Latent Dirichlet Allocation (LDA)
model, which is one of the topic models. By adopting this model, the stvle analysis task
was transferred to fopic analysis task. For the collocations extraction, this paper makes
proper segmentation based on syntactic features of SongCi, which effectively reduced
invalid collocations.

Keywords: SongCi, Latent Dirichlet Allocation, Computer aided SongCi Writing

1. Introduction. In order to write SongCi, except for the knowledge of history and
literature which rely on long time works, the following basic knowledge is necessary.
Firstly, there are a big number of different tunes for SongCi, each with a typical name,
called CiPai; the sentence structures are various among different tunes; one who want to
write SongCi should remember well the sentence structures for typical CiPai first. This
would be a huge work for an amateur. Secondly, rhyme is another important character for
poem-style writing; the number of rhyme words is different according to different
reference books, from several thousand to more than ten thousand; without a doubt, to
remember these rthyme words is also a tough work. Thirdly, with the limitation of tonal
pattern and rhyme scheme, one who wants to express his idea should have a big
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vocabulary accumulation. If computer can be used as a tool to help people checking tonal
patterns, to recommend reference rhyme words, etc., things will be much easier. In
addition, by adopting the research results of related fields include analysis of lexical’
semantics and topic model, computer can even play an important role in choosing proper
lexical collocation and checking words’ style.

In this paper, we are trying to find a way to make computer own the ability mentioned
above. In order to achieve this, the computer should provide following functions; first one
is to provide tonal pattern checking and recommend reference words which correspond to
the rules and forms of current position; second one is to provide rhyme words
recommendation while a rhyme word is needed at current position; third one is to help
people to make up for lacking of vocabulary, that is to say, to recommend words which
semantically similar to what the writer want to express. For the first two functions, the
main works is to construct related corpus and process automatic retrieve. For the third
function, in order to provide reliable recommendation, we considered two ways to achieve
this goal. On one hand, we take words collocation as a way to judge priority of reference
words. On the other hand, we adopt topic model to create relation between words and the
topics which the writers want to express.

This paper is organized as follows. In Section 2, we give a brief review of related works.
In Section 3, the circuit of related corpus construction is given. In Section 4, topic analysis
of words in SongCi corpus is shown. The design of recommending system is described in
Section 5. Section 6 concludes with a summary and suggestions for further works.

2. Related Works. Institute of Computational Linguistics of Peking University is one of
the institutions which doing related research early in China. In 1980s, the Institute of
Computational Linguistics cooperated with Yuan Ze University developed ‘“‘automatic
pinyin-tagging system for the famous Song poems”.[1] The system comprehensively
considered the tonal pattern of poems, conditional probability, mutual information, and
manual rules to tag pinyin for song poems. In addition, they developed a system to help
doing research on tang and song poems; constructed tang and song poems’ segmentation
corpus; after some statistic work, the system provide full-text retrieval of tang and song
poems, words based statistical analysis, and sentences similarity retrieval.[2] Besides, Hu
JF introduced related methods for computer aided deep research on tang and song poems
in his paper.[3] He discussed construction of poem corpus, construction of word list based
on statistical method, words segmentation, statistical analysis of lexical semantics, and
word-formation rules in poems. In the work of statistical word extraction, three different
standards include co-occur frequency, mutual information, and bonding strength were
proposed. According to experimental results, combine the three standards would obtain the
best results. Among the three standards, the bonding strength is a typical one because it
comes from law of word-formation. Therefore, it could make up for the deficiency of
statistical methods.



Zhou CL from Xiamen University firstly proposed the concept of “computational
poetics” in his book “An Introduction to Computation of Mind and Brain”. He defines
“computational poetics” as “using computational ideas, methods and technics to do
research work on poems or related literary works”.[4] Institute of artificial intelligence of
Xiamen University had done a serials of related research include word segmentation[5],
automatic pinyin-tagging[6], and genetic algorithm based automatic generation of Chinese
SongCi. [7] Especially, they considered words’ style as a part of fitness function, which is
one of the sources of this paper’s idea, although they used a quite simple way to do this
work.

Luo FZ from Yuan Ze University began related research at 1993. She mainly concerned
about computer aided poem writing and teaching and developed a tonal pattern checking
and Chinese classical poem teaching system.[8] The system can provide tonal pattern
checking, words retrieve, sentence retrieve and rhyme words retrieve etc. Conclusively,
the main work of this system is to construct related database and provide retrieve function.
But the most important thing is the idea of using computer to help people writing poems.
This paper’s work could be regarded as works follow this idea.

Fei Y from Institute of automation of Chinese Academy of Sciences use artificial neural
network to do research on words’ semantics and tested this method by using it on
generation of spring festival couplets.[9] Yi Y from Chongqing University considered
couplets generation task as a serial generation task in machine learning.[10] He compared
several related models include n-gram, hidden markov model, and transformation-based
error-driven learning. Besides, Microsoft Research Asia had developed a couplets
generation system. They considered the process of couplets generation as the process of
translation and adopted some technical from machine translation to do couplets
generation[11].

Besides, there are also some funny researches doing by fans on internet, such as high
frequency words extraction of SongCi by exhaustion[12], and statistic of relations
between writers and Cipais[13]. The methods used in these experiments are simple, but
the idea is quite interesting.

3. SongCi Corpus Construction. In order to construct a useful corpus, following works
should be done. The first one is oblique tones tagging, which is the foundation of tonal
pattern check. The second one is word segmentation, which is the basis of reference
words recommendation. The third one is words collocation extraction, which is one of the
standards to judge priority of reference words.

3.1. Oblique Tones Tagging. In most previous works, pinyin tagging was done instead of
oblique tones tagging. But for our task, tonal pattern checking, oblique tones tagging is
more useful than pinyin tagging. Since there are only two different tones in oblique tones
other than four in pinyin, it is a comparatively easier work.



We consulted the work of Sui et al.[l], comprehensively considered condition
probability and tonal pattern to revise tagging results. The statistical data for condition
probability came from “Ancient Chinese Dictionary”.[14] About 24 thousand words
included in it, and for each word, the correct pinyin is provided. The tonal pattern data
which used to do revise came from “The Authorized Collection of Ci Poem™.[15] This
book was written in Qing Dynasty of China, there are 826 CiPai and 2,306 tonal patterns
included in it. The pinyin data of Chinese characters came from web, it’s data form as
follows.

ID - Character - Finyin -
1 ik vi deg
2 i liin
38 i ji
4 i xié
5 xié
6 3 i
TH cing
8 & wif
5 B8 £ bi

10 78 i

11 chuﬁng
12 i ji

13 [3 chufing
14 1# chuf
15 B i

16 18 liin

17 BE tlng
18 x chul
19 i tdng
20 5, lfn

21 B gl

22 B U vl %0

There are 20,872 Chinese characters included in it, and for each character, all of its
pronunciation were preserved. We use 0 to indicate “** 5, use 1 to indicate “JA 5, use 2
to indicate “not sure”.

Firstly, we use pinyin data and condition probability data to do initial tagging. For
example,

Original Sequence: !Eﬁfﬁ: &&XB& Hm*ﬁ: ‘l:n‘miﬂ PR T
EELHE.

Initial Tagging Sequence: 221 11101 1110011 0011100 11202

After initial tagging, revise work will be done according to the tonal pattern data. For
example,

Initial Tagging Sequence: 221 11101 1110011 0011100 1120

Tagging Sequence in Tonal Pattern Data: 021 21100 2120011 2001100 01100

Revised Tagging Sequence: 021 11101 1110011 0011100 11100

Then, the revised tagging sequence would be considered as the final tagging results.
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3.2. Word Segmentation Corpus Construction. In order to do word segmentation, a
definition of word should be given first. In this paper, we define word as the basic unit
the writer used to make up his ideas. In Chinese classical poems, a lot of such kind of
units cannot be considered as general words. Take Dufu’s poem as an example,

REXERFRE, BHEYEHKE.
RHFERFHT, FRKIRER.
TEENRERE, OFERBEE,
BAEFRERR, REFEFRER.

Among them, “R A", “WH”, “WHEE”, “WEH” are not words with general
standards. But they are just the basic unit for the writer to express his idea. In practical
situation, the usage of these units has no difference from common words. In this paper,
according to our definition, we considered these units as words.

For the method of word segmentation, Yu et al. used statistical method to choose
characters which tightly bound to each other and highly co-occurrence as word. Then, use
these words to build dictionary for further segmentation. [2] Lo FJ used metrical pattern to
do word segmentation. Firstly, analysis ling-zi and extract it out. Secondly, for the rest
characters, if the number of characters is even, take each two characters as a word, or if
the number of characters is odd, extract the last three characters out for further process and
take each two characters of the rest as a word. [16] Zhou et al. combined statistical
methods with some tonal pattern regulation to do segmentation [5].

According to our definition of word, Lo’s method is the most suitable one. Therefore,
we choose metrical pattern based methods to do word segmentation.

The key point of metrical pattern based methods is the segmentation of three-character
sequence. Because all segmentation task of odd-number character sequence can finally
transfer to three-character sequence segmentation task. The work flow of our methods is
as follows:

Firstly, we use a word list to do initial segmentation. The word list came from “Ancient
Chinese Dictionary” and web resources[17]. For the resolution of overlapping ambiguity,
statistical method is used. We comprehensively considered three standards to judge the
binding degree of two characters. The first one is mutual information, which is one of the
nine common word extraction statistics.[18] The second one is bonding strength of two
characters.[2] In addition, frequency of two-character sequences was also taken into
account. A voting mechanism is used to integrate all of the three standards and choose the
sequence which gets higher score as word.

The formula of mutual information is as follow:
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Among these variables, P1(x) indicates the probability of character occur as the left

character in all two-character sequences in corpus; P2(y) indicates the probability of
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character “y” occur as the right character in all two-character sequences in corpus; P(xy)
indicates the probability of character “x” and character “y” occur as two-character
sequence “xy”’ in corpus. Only use mutual information as the standard to judge whether a
two-character sequences is a word is not proper. Because mutual information between low
frequency characters is often higher than high frequency characters, some other standards
are required as a make-up.

The description of bonding strength is as follows. “If two characters can construct a
word, when they occur in the same sentence, they tended to occur next to each other.”’[3]
Define “M” indicates the times of two characters occur next to each other; define “W?”
indicates the times of two characters occur in the same sentence. Then the formula of

bonding strength between the two characters is as follow:

b= ) "2 % 1In (M)

Then, comprehensively consider the three standards, “L(xy)”, “D”, “M”, to resolve the
overlapping ambiguity.

We construct Ling-zi corpus to resolve the problem of Ling-zi. It includes one-character,
two-character and three-character Ling-zi in common use.

XEEFE=NUmUBEIdGEETEHRESCEERERFEL &
B EE R R R kT r%rﬁﬁﬁfﬁ WA
KEMEZ NG ERL RS EEES 2 3 /A W BN BEILE TR X
= N EE £ R R RS 1B ER B ik R SN E3N E i #F

L &l el = 28 win) A D ﬁiﬂfﬁ EIJE M BE EE T IR HE P
#F WL BE B 8% N &iE TS BE B8 &R %ﬁ =AA mOUE iR
RORZE BFIE BT B BRI R%% NEE VEM NEH Nh EARF E
g WOFE ERM EEE Bl ESS B5 #HEE 10YE 125F mE it
i [E{arRn I’ﬂﬁﬁu {BH f&'& BMA BHE ’fEEE'E!'T BEE M4 B4 Hhk E8E
B EARL 58 E4N BED o4 805 88 A 184 Mk EE£58 &
E HAH BA ELZD TRT EEN B E4E 58S 0k EFE AW
4 e BEE EFEE E— AU DT RiE AR YidsR BiEE i2EE
LT EHE BAR mMES (@aER] AN BLE




We first use the Ling-zi data to get the sentences which include Ling-zi. Then, check the
result manually and finally we get 21,896 sentences which include one-character Ling-zi,
22,089 sentences which include two-character Ling-zi, and 455 sentences which include
three-character Ling-zi.

We random selected 3,000 sentences and do word segmentation manually. We use these
sentences as test data to judge the effect of our method. F-value was used as the criterion.
Its formula is as follow:

¥ p?
Plomee
P+ R
Among the 3,000 sentences we chose as test data, 1,000 was three-character sentences,
500 from four-character sentences to seven-character sentences. The sentences which

include more than seven-character is relatively few, so they are not chose in this
experiment. The experiment result is as follow:

Sentlum  SentPrecision WerdsF—ralue YWerdPrecision WordsEecall

3 0, 8974 0. 8379 0. 8373 0. 8973
i 0. 9851 0. 9816 0. 9834 0. 9798
a 0. 7407 0. 58154 0. 8154 0. 8154
4] 0. 973 0. 9854 0. 9853 0. 9794
T 0. 83014 0. 8955 0. 8953 0. 8953
411 0, 8083 0, 8524 0. 9305 0, 9542

It can be seen that for most sentences, this method can get quite good results. But the
result for five-character sentences is not so good. We find that the sentence structure of
five-character is quite flexible. In many cases, the first character which is not a Ling-zi can
also became a word all by itself, such as:

* ®W¥E EL
H KE d%
Ao B8 R
mofE RIE
A mfh %W

Therefore, we use individual method for five-character sentences; the work flow of our
method is as follows:

1) Get unsegged three-character sequence from left to right.



2) Use the method for three-character sequence to do segmentation; put the left part of
the results to the already-segged sequence; put the right part of the results back to the
unsegged sequence.

3) Check the length of rest sequence, if it smaller than three, put it to already-segged
sequence and go to step 4); else, back to step 1).

4) Check the already-segged sequence, if there are two single-character words next to
each other, combine them to a two-character word.

Segmentation Example:

Unsegged Sequence: 3 A& H

Get three-character sequence: F6#F A

Do Segmentation: 35, #Z A

Already-segged sequence: 7,

Unsegged Sequence: # A& #¢ (Bigger than three, back to step 1)
Get three-character sequence: # A&

Do Segmentation: Z# AT

Already-segged sequence: # #

Unsegged Sequence: A E# (Equal to three, back to step 1)

Get three-character sequence: A T ¥

Do Segmentation: AH #

Already-segged sequence: . & AW

Unsegged Sequence: #f (Smaller than three, put it to already-segged sequence)
Already-segged sequence: 3, & AW® ¥

(Do step 4)
Final Result: & A® #H

After using individual method for five-character sentences, the experiment result is as
follows:

centlium SentPrecision WerdsF—walue WordPrecision WeoerdsEecall

3 0, 8974 0. 8974 0. 89749 0, 8974
E 0, 9851 0. 9516 0, 9834 0. 8798
a 0, 8al8 0. 8984 0. 8982 0. 8984
4] 0. 879 0. 9524 0. 9883 0. 9794
T 0, 8014 0. 89483 0. 8953 0. 8943
411 0, 9085 0. 9524 0. B3040 0, 9544

The precision of whole sentence is about 0.9082, and the F-value of word segmentation
is about 0.9324.
3.3. Words Collocation Corpus Construction. After the construction of words



segmentation corpus, the next step is to extract words collocation. The most common
method is using bi-gram model, to take all adjacent words as collocation. For example:

HH/Z%/B/HA

By using bi-gram model, the extracted collocation are: “#&#-FE%”, “E%-B", B
-PAPE” . One can easily find “A76-F7%” and “B-FAFA” are valid collocations and
“F%-B” isinvalid collocation. In fact, most seven-character sentences in SongCi have
the four-three structure. It means that the first four characters are often forming a unit and
the last three characters are often forming another. If the sentence was firstly separated
into two units, the invalid collocation will no longer be extracted. We use the following
form to express such kind of segmentation:

{{#4/B £%/E}/B {B/BHH/E}/E}

The character “B” indicates begin of the unit and “E” indicates end of the unit. For
three-character sentences and four-character sentences, there is only one way of sentence
segmentation after words segmentation. For five-character sentences, there are three kinds
of words segmentation, ‘2217, “212”, and “122”. For the first two kinds of words
segmentation, there is only one way of sentence segmentation. For example:

{%it/B {4{/B {E#/E}/E}
{’K#/B {®T/B #/E}/E}

For the “122” style segmentation, ling-zi check should be done first. According to
whether the first word is ling-zi or not, there are two different way of sentence
segmentation. For example:

{%/B {(#®/B Zf&/E}/E}
{{—/B E%/E}/B E*/E}

For the seven-character sentences, there are also three kinds of words segmentation,
“12227,“2212”, and “2221”. For last two kinds of segmentation, according to whether the
first word is ling-zi or not, there are two different way of sentence segmentation. For
example:

{X&/B (/B {%/B W#/E}/E}/E}
{{1%/B £&/E}/B {8k/B #IZ/E}/E}

{iX[¥]/B {# £ /B (% %% /B #/E}/E}/E}
{{NM%/B #A/E}/B{—*/B #/E}/E}
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For the “1222” style words segmentation and all six-character sentences, because of its
flexibility, we keep use the bi-gram model to extract collocations. For the other sentences
which can do sentence segmentation, we only extract the words which belong to the same
unit as collocation, for example:

{{#x /B \H/E}/B {} /B #/E}/E}

We only extract “ 4k # -/ i~ and “ & {F -4~ as collocation. In this way, we can
effectively reduce the number of invalid collocations.

4. Words Topic Analysis for SongCi Corpus. When a person want to write a SongCi,
the exact content he want to express cannot be known by computer, but there must be a
subject or topic in his mind. According to the topic in his mind, the words he chooses to
express his idea would be with some common point. For example, when a person want to
write something about water, he would use words like “f&1&” | “w%” , “B&7 , “W”,

>

“B7, K7, C R, ete.; if he wants to describe a beauty, he would like to use words
like “ZA", BT, KE, 2R, “&E, "WEr’, @i, &
7 etc.. If we can assign each word corresponding topics, and if the writer can provide
the topic in his mind, we can restrict the reference words to specific topic and do

recommendation under this topic. In this paper, we use Latent dirichlet allocation (LDA)
to assign topics to each word.

4.1. A brief review of LDA. LDA model is one of the topic models. The aim of topic
model is to find hidden topics of large-scale collection of documents. The basic
assumption of topic model is to consider a document as a bag of words.[19] It means
every word in a document is conditional independent, that is to say, the order of words
has no impact to the model. Latent Semantic Indexing (LSI)[20] can be seen as the
beginning of topic model. LSI uses the singular value decomposition (SVD) from matrix
theory to construct a latent semantics space, and transfer original document to this new
space. Although LSI is not a topic model since it is not a probability model, the basic idea
of topic model can be seen in LSI. Probabilistic Latent Semantic Index (PLSI)[21] is the
first topic model which came from LSI. The idea of PLSI is similar to LSI. But unlike
LSI, PLSI use probability model to simulate the process of document generation. After
that, Latent dirichlet allocation (LDA) was proposed by Blei et al.[22]. Compare with
PLSI, LDA is a more pure probabilistic generation mode. LDA use a k-dimension
random variable which obeys dirichlet distribution to indicate topic probability
distribution of document. As for PLSI, the probability of document is a parameter to be
estimated from model. The graphical representation of LDA is as follows:
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The character indicates the probability distribution from topics to words; the
character “#” indicates the multinomial distribution from document to topics and “#”
obeys dirichlet distribution; it’s priori parameter is <k; the formula is as follows:

i P(ﬂ" J e —L
| ERERR 73 . . I #
D:r’fp‘ al r{a )"'I"I[q }j"—}]

Among these characters:

K
l}{_-'-:‘miil D=1 &=
] k=1

)

And I' is the gamma function.
The generation process of a document under LDA model is as follows:

1) Choose N, N obeys Poisson distribution, N indicates the length of document.
2) Choose #, # obeys Dirichlet(<x) distribution.
3) For each word in N:

a. Choose topic Zn, Zn obeys multinomial distribution of #.

b. Choose Wn accoding to 4

Griffiths et al.[23] added a dirichlet priori parameter to the probability of Words to
topics. They use # to indicate that parameter and use ¢ to indicate the original **. The
graphical representation of the new LDA model is as follows:
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The generation process of a document under the new LDA model is as follows:

1) Choose N, N obeys Poisson distribution, N indicates the length of document.
2) Choose #, # obeys Dirichlet(<x) distribution.
3) For each word in N:

a. Choose topic Zn, Zn obeys multinomial distribution of #.

b. Choose ¢, ¢ obeys Dirichlet(ﬁ'"‘?) distribution.

c. Choose word Wn, Wn obeys multinomial distribution of ¢.

There are several ways for parameter estimation of LDA, include Variational
Inference[22], Expectation-Propagation[24], and Gibbs Sampling [25] Each of them has
its advantages and disadvantages. In order to choose a proper way, one should
comprehensively consider the efficiency, complexity, and accuracy.

4.2. LDA based Topic Analysis of Words in SongCi Corpus. According to previous
works, there are 23,053 documents in Corpus and the dimension of words is 115,962. We
use GibbsLDA++[26] a LDA tool which uses Gibbs Sampling to do parameter estimation,
to train our model. The value of < and i* are 50/K and 0.01; the iteration number is
1000.

To choose a proper value for K is an important point in LDA model. The value of K will
directly influence the topic structure of extracted by the model. There are also several
ways to solve this problem. One is using the Hierarchical Dirichlet Process (HDP), which
is proposed by Blei et al.[27], to estimate the proper number of K. Another choice is using
the PAM model proposed by Li et al.[28], which do not need a previous decided K.
Besides, there are also other ways, such as the way proposes by Cao et al.[29].

In this paper, we choose the way propose by Cao et al.. We use the similarity between
all topics as the evaluation criterion for choosing value of K. By repeated trial, we can find
the value of K which gets the best score as the best value.

The formula to calculate the similarity between two topics is as follow:

12
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This means the cosine value of the two vectors of corresponding topics. While the
smaller of the cosine value, the more independent between the two topics. Among this
formula, Biv indicates the probability from the ith topic to the vth word; Bjv indicates the
probability from the jth topic to the vth word. Here the 3 equals to the ¢ in LDA model.

We use the average similarity between all topics to indicate the stability of topic
structure. While the smaller of the average similarity, the more stable of the topic structure.
The formula is as follow:

K-1 K
Z Z corre(Z,.Z;)

avg_corre( structure) =- f'\'l- '( K_1)/7

According to different value of K, the average similarity between all topics can be seen
from the following curve chart.

AVG_SCORE

0.14

0 A
0.08 / \ /
0.06 J/ \V/ = AVG_SCORE
0.04 \/

0.02

50 60 70 80 90 100 110

We can find that when K is 60, the average similarity reaches its minimum value
0.027615. Hence we choose 60 as the final number of topics.

After training, we will get the following data:
a. Matrix ¢, as ¢; indicates the probability from the i-th topic to j-th word.
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b. Matrix #, as #;indicates the probability from the i-th document to j-th topic.

There are two ways to assign topics to words. One is to sort words by the probability
from a certain topic to each word and choose the words at the front of the sorted queue;
another one is to assign a word the topic which gets the biggest probability from the
certain word to each topic.

There advantages and disadvantages for both ways. The first one will ensure each topic
get fairly number of words, but will cause some low frequency words getting no topic.
The second one will ensure each word get a topic and only one topic. But in fact, there are
some words need to be assigned to more than one topic.

According their advantages and disadvantages, we choose a compromising way to
assign topics to words. Firstly, we choose the first way to assign words to each topic; in
this step, we only choose the word which gets a probability bigger than threshold (we use
“Ps” to indicates it). Then, for those words which have not get a topic, we use the second
way to assign topic to each of them. According to experiments, we choose 0.0001 as the
value of “Ps”.

Toplc ID Number of Words Teplec Description
0 pe13 E1B —# Bl Al &
1 8119 1 £F +5 % HH
2 p2e8 MEE ME I8 i M=
3 6148 EE KBS BT 118 EE
4 Sedd A ¥ BE Mz Tl E
5 5471 {Bl Fils [BLA $B1E FE
B nies # R EE =3 BAxE
7 4813 mlk FH 18 R aE
g 4662 Flk 15 & s FE
9 4501 B & | Wk KB
10 4447 = H 8 BT EF
11 4154 18 FF FA EHE #H
12 70 JLE B B FE 4 E
13 zzpl 1R B ® R =
14 2074 1% B EFE 5 BE
15 1922 10 HH B5F #E it
16 1937 & £ E @ fh
17 1892 == Ax Bk —#p AED
18 1646 FF KET EHE +%F R
19 1533 fmie B B 181 B8
20 1446 LU —FF B E2 W
71 1410 B HBF o T 1516
22 1405 A5 I RE iHE M
23 1326 EH# XS EBH 35 BE
74 1266 £ T4 11§ A EH
75 1145 —FH ##H 1B H &
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26
27
20
29
30
31
32
33
3¢
39
36
37
38
39
40

41
42
i3
44
45
45
17
45
45
a0
al
a2
a3
a4
aa
alal
aT
ag
a9

1116 HW #fm #FH m\¥E 5%
1073 —#h 4 HE 7] tHEE

o0 FLB, mEAL )L 55 B
985 & ¢ FW = HE
953 A g RE EFH IF
520 IS5 BE 1= #iE i

013 ;1@ i 8 EH M
go0 %iE =B RiR BFH 515
ae9 kAt %218 & £E lEE

|

g48 B AL 98%8 8 W)
0RO B ST E W

T2 E B F E M

Thd %?riz ot T 4 JLE
789 =+ R £&5 & B
745 FIE # H XM #H

724 B B R ORE IBIR

foB &1 RA F JT# [Ax
665 B BIfT B EHE BER
R30 HE WA HEH O #Fi
qo7 R T, 7 &hE AL
501 {4 AT f4 F 17
582 fmEn TG LEAE 17
Shd #F MHER 1] =13 BA
qog HE F & F 2R

455 —% X£F E # 8

434 B2 B T 1RE 1E
271 X Bm i 3 e
247 FIE BAEA BEE AEZE #
193 501 & FAER R T

136 AE B R ke L
131 5 £+ B & 47

1z8 % F B #\ #mF
128 T B B HiE &3
126 ¥ # WiE EE BiE

We choose the first five words which get the biggest probability as the description of the
topic. The number of words assigned to each topic and the description can be seen in the

top table.

We filtered the topics which get too few words and finally get 50 topics.
Now we get all the data we want, oblique tones for each word, words collocation, and
topics for each word. The data format is as follow:
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Iﬁ i T Tc;nalPattern' 'F'irstC'Har - SécoﬂﬂCHar =| rhyne - LEft_C'('JllocationvRi'ght_'Collbcafi;:mv

1 [EH 1018 i LEmE A M. 2E. BEA. % BF. @

2R 11H & ABETZE IR, SF. B, ZEE. 20 X B
38 18 g EFETLE Oit BE R RBEE. AR WL
¢« J|& 20 JL g IFt=n RE. HE B 2. PO R B
5 B 1k H TEZTE JIE. T, R, S Bl B
6 1850 018 i TF-% B K. 5E B RX. B R F
T W 0m & AFTZH AR Am, e WA 3%, 88, 3
B Wi 11 % £ LMK A W R AR kM B B
9 EA 103E A F+-E 7. BH. @ SHDE. 2B BE @
10 T8 1A E ITETME A FE TACH BL BT BRE
11 A% 0% # TEOE B #O00 KE. R B G,

4.3. Experiments for Topic Analysis of Words. Now we can do word search according
to its tonal pattern, first character, last character, rhyme, left collocation, and right
collocation.

We choose the Chinese character “%” as an example to do first character search. First

we choose the topic “@EA AT &4 #F 47" . This topic is about beauty. We get the
following words:

Among them, “¥ E” is the name of FuChai’s littler daughter. FuChai is a king in
Chungiu Period of ancient China; “ ¥ J” comes from the Ci poem written by
ZhaoChanggin; The original sentence is “&JE# ¥, FE X%, NAELR.” . Wecan

easily find that it was used to describe beautiful girls.
Then we change the topic to “%4 4% B ¥4k F 2% #”. This topic is about blessing

in festivals. We get the following words:
KE & ER ER ER %=

All of these words have the meaning of wealth and luck.
Now we take a look at collocation, using “ % #” as the search word to do right

collocation search. First we choose the topic “A 4 #pff F = H#j& 4~ . This topic is
about thinking on our life. We get the following collocations:

TR-X F-wE

Then we choose the topic “FF ¥ JA 4t E % F;4%”. This topic is about human’s
emotion when they saw some natural phenomena. We get the following collocations:

FA-TiE -2 H

We can see the words under different topics have their particular features. The LDA
model has done a good job.
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5. The design of recommending system. The work flow of the recommending system is

as follows:

1) Get the topic, CiPai, and rhyme from the user.

2) Get the written part of current sentence and do word segmentation.

3) Get the last written word (is there is any)

4) According to the data of CiPai corpus, get current tonal pattern for recommending
word; if a rhyme word is needed at current position, add the rhyme as a search
parameter.

5) Using the related factors we get, including collocation word, tonal pattern, rhyme, and
topic, to do word search and return results to the user.

The following is an example about how the recommending system works.

"5 eieE P T - A (SRR
£H: e g4
(B2 = & i =R -] [m%T ¢ x| [FEtm -]
FHRBIME [ =gl | (EEsEs | [ BR
BETES LA R i)
(Y YetsT ) LEmEl: TEA

TEERIBTT SaEe: 88 F 5 i B8R
SEDEEEER: 35 TE F A

%
BERERE: 0.6

The use ratio of recommending words is about 0.6. Our system does help the user
writing SongCi.

6. Conclusion and Future Works. In this paper, we constructed a CongCi corpus based
on LDA model and tested topic based reference words recommendation. According to our
experiments, we found the LDA model does a good job on topic analysis and the
recommending words do make sense.

As a future work, we will consider the task of style analysis of sentences or poems, as
well as the style analysis of works of a certain writer, by using topic model. Moreover, we
plan to analysis the style distribution of a certain CiPai.
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